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Abstract

We present measurements of electron-ion temperature equilibration in proton-heated tantalum, under warm dense
matter conditions. Our results agree with theoretical predictions for metals calculated using input data from ab initio
molecular dynamics simulations. However, the fast relaxation observed in the experiment contrasts with much longer
equilibration times found in proton heated carbon, indicating that the energy flow pathways in warm dense matter are
far from being fully understood.

1. Introduction

Warm Dense Matter (WDM) is an area of research
attracting increasing interest, both in terms of theoret-
ical descriptions [1, 2, 3, 4] and experimental studies
[5, 6, 7, 8, 9] . Falling between the better-understood
states of condensed matter and plasma, it is charac-
terised by temperatures of ∼1-10 eV and densities near
to that of solids. This gives a coupling parameter (i.e.,
the ratio of the potential to the thermal energy of the
ions) of order unity, such that neither the thermal nor
potential energy terms can be treated as perturbations to
a known solution, as is the case in other regimes. De-
spite the difficulties, knowledge of WDM is crucial to
inertial confinement fusion (ICF) research [10, 11], as
well as in the study of exoplanets and other astrophysi-
cal objects [12, 13].

In general, experimental studies of WDM use a rapid
heating mechanism, with properties of the material
probed at timescales comparable to, or even shorter than
the timescale of the ionic motion, such that the den-
sity is that of the original (pre-heated) solid, while the
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temperature has risen quickly enough to push the mat-
ter into the WDM regime. These mechanisms tend to
preferentially heat either the ion subsystem, in the case
of shock driven samples [14, 15], or the electron sub-
system for illumination by lasers or charged particles.
In both of these instances, there is a finite, but poorly
known, amount of time needed for the temperatures of
the respective subsystems to equilibrate and the material
to reach local thermodynamic equilibrium. Only after
this time, but before significant expansion and cooling
has occurred, can results obtained from the material be
meaningfully related to steady-state WDM conditions
as those found in planetary cores.

Previous work [16, 17, 18, 19] on charged particle
heated electrons in graphite suggests the existence of
an energy transfer ”bottleneck”, although results from
volumetric x-ray heating using a free electron laser im-
ply a very rapid equilibration time [20] . This points to
an energy exchange process that can depend on the de-
tails of the energy distribution of the electrons, or at the
very least on the heating mechanism used [21]. Theoret-
ical work based on ab initio simulations for the density
of states (DOS) [22, 2] indicates that rates in elemental
metals are expected to be high, but this remains untested
for many materials.
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Figure 1: Schematic of setup: the laser beam coming
from above drives the proton beam (in purple) from the
Al foil which heats the Ta crystal. Meanwhile, the back-
lighter beam strikes a Cu foil, producing x-rays which
diffract from the sample and are detected on the image
plate. The gold-lead layered shield prevents direct illu-
mination of the IP by the x-ray source.

Here, we present measurements of the electron-
ion coupling strength in tantalum under proton-heated
WDM conditions. We find that the rate is much higher
than in graphite, as expected, and indeed higher than
that measured in other metals. This finding does, how-
ever, agree with theoretical predictions and suggests that
the model used is applicable in metals under these and
similar conditions.

2. Experimental Method

The results presented are from an experiment car-
ried out on the Titan laser at the Jupiter Laser Facility,
Larence Livermore National Laboratory (USA). A 10
ps short pulse laser beam, operating at the fundamental
wavelength (λ0=1054 nm), was split in two arms using
a pump-probe configuration (see Figure 1). The protons
were created by focusing ∼40% of the energy (a ∼40 J
laser beam, which we refer to as the drive beam) onto a
thin Al foil in a 50 µm focal spot. This accelerates elec-
trons out of the target, creating a sheath field and driv-
ing an intense proton beam out of the rear surface of the
aluminium, through the Target Normal Sheath Acclera-
tion (TNSA) mechanism [23]. An image of the proton
beam as recorded on different layers of a radiochromic
film (RCF) detector (Gafchromic EBT2 was used in this
experiment) is given in Figure 2.

Half of this proton beam is incident onto a 5 µm thick
single-crystal Ta sample, placed between a 30 µm plas-
tic tamper and a silicate substrate. The tamper prevented
expansion as well as absorbed the low energy protons
(E . 1.5 MeV), giving a spectrum that heats the sam-
ple crystal more evenly, and isochorically. The other

Figure 2: Radiochromic film images of proton areal
dose at each layer, and the relevant energy.
This data was taken without sample in place in order to
fully characterize the proton beam.

Figure 3: Fitted proton spectrum, shown with spec-
tra derived from the three colour channels of the ra-
diochromic film.

half of the beam was recorded on the RCF pack, which
darkens in response to incoming radiation, allowing for
an on-shot measurement of the proton fluence [24]. The
RCF film is read out by scanning it through visible light
with separate color filters. These respond differently to
the same dose, as seen in Figure 3. The RCF data is then
fitted to a spectrum of the form described by Fuchs et.
al. [25], and in our case it corresponds to protons with a
characteristic temperature of 0.31 ± 0.04 MeV, with the
error taken fitting to different colour channels.

The spectrum was used in conjunction with stopping
power values taken from the SRIM database to allow
calculation of the temporally- and spatially-resolved en-
ergy deposition in the sample. Using heat capacities
derived from the electron density of states, to be taken
from a density functional theory calculation, described
below, we find that this corresponded to an average heat-
ing rate of ∼2 ×109 W m−3, and gave a maximum elec-
tron temperature of Tmax ∼ 4 eV.

While this proton generation and heating was occur-
ring, the remaining laser energy (delivering a ∼60 J
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probe beam) was focused, with a 30 µm spot diame-
ter, on a thin Cu foil to produce K-α x-rays (E = 8, 047
keV). These x-rays probed the (200) Bragg peak of the
tantalum crystal 70 ps after the heating beam incidence,
at an angle of 27.8◦. The image plate detector was
placed 200 mm away from the sample to achieve a mag-
nification of 93.

3. Data Analysis and Modelling

The intensity of the diffracted x-ray signal changes
due to two different effects. As the random motion of
the ions increases with temperature, the intensity of the
well defined Bragg peaks drops, known as the Debye-
Waller effect. Meanwhile, as more bound electrons are
progressively ionized, the atomic form factor, F, is re-
duced, thus decreasing the diffraction strength even fur-
ther [26]. The change in diffracted intensity can be writ-
ten as:
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where I is the diffracted intensity in the driven sample at
an ion temperature Ti, and I0 is the diffracted intensity
in cold (undriven) tantalum. Similarly, F and F0 are the
atomic form factor for the driven and undriven cases, re-
spectively. The Thomas-Fermi equation of state model
predicts that in the proton heated tantalum the average
ionization is less than 6 [27]. Since the outer electrons
contribute little to the total form factor, changes in F
are negligible and we can assume F ∼ F0. In Eqs. (1a)
and (1b), 〈u2〉 is the root-mean-square value of the ion
position and k = 2π

λ
sin

(
θB
2

)
, with λ being the probe

x-ray wavelength, θB the Bragg angle, M the ion mass,
kB the Boltzmann constant, and θD the Debye tempera-
ture. The constant C depends on whether the observed
diffraction is dynamic, C = 1, or kinematic, C = 2 [28].
In the situation considered here, of a thick (i.e., mul-
tiples larger than the extinction length) perfect crystal,
we are well into the dynamic diffraction regime, giving
a smaller intensity reduction for the same temperature
change.

The relationship described in Eq. (1) then allows the
reduction in diffraction signal to be converted into an ion
temperature, but relies on knowledge of the Debye tem-
perature, which characterises the potential well around
the ions. As we are working with short timescales and
a tamper layer to prevent expansion, nearby ions do not
have sufficient time to move and change the potential

landscape, allowing us to neglect change in ΘD due to a
rise in ion temperature.

To see the effect of Te, we used the density func-
tional theory (DFT) code Abinit [29, 30, 31]. We apply
it for a unit cell, with metallic band occupation and a
Fermi-Dirac smearing due to finite-temperature effects.
We can then calculate the ion motion as a function of
time, with no interspecies energy exchange, and extract
the effective potential, and therefore the Debye temper-
ature, that the ions experience. This gives ΘD = 225 K,
with a change in the Debye temperature of around 5%
over the range of Te probed. These changes are well
within the other errors, and the value is consequently
assumed to be constant.

Ce
∂Te

∂t
= ∇ ·Ke −G(Te) · (Te − Ti) + S R(t) (2a)

Ci
∂Ti

∂t
= ∇ ·Ki + G(Te) · (Te − Ti) (2b)

The inferred ion temperature from the decrease in
Bragg diffraction intensity can also be compared to
the results predicted by a two-temperature model [32],
which is frequently used in calculating the temperature
evolution in WDM [33]. With the energy deposited into
the electrons, S R(t), given by the proton beam stopping
power as discussed in the previous section, the subse-
quent behaviour of the electron and ion temperatures
can be described by the equations in (2).

These equations describe the changes in energy of the
electrons and ions (subscripts e and i) with heat capaci-
ties Ce and Ci. These changes come from heat conduc-
tion, ∇ · Ka, with a = e or i, and electron-ion energy
exchange, G(Te) · (Te − Ti). Because the energy transfer
depends on electron-ion collisions the factor G is as-
sumed to depend only on Te [34]. However, an explicit
dependance on Ti is found within models considering
coupled electron-ion modes [35, 36]. In this case, the
occurrence of ion acoustic modes depends on the ion
temperatures [37].

In the system studied here, the timescales are suffi-
ciently small that the conduction terms ∇ ·Ke and ∇ ·Ki

can be ignored, as they take values of ∼103 W compared
to ∼1010 W from the electron-ion term. This means that
the behaviour of the system is controlled solely by the
electron-ion coupling factor G(Te). Previous work (e.g.,
Ref. [18]) has treated this as a fitting parameter, but here
the electron-ion coupling is calculated from the density
of states and occupation numbers for tantalum as a func-
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Figure 4: Values of G(Te) relevant for the conditions
reached in this experiment, calculated using formula
from Lin [22] and DOS from ab initio MD simulation.
Values calculated using Fermi Golden Rule (FGR) and
Spitzer plasma models are plotted for comparison.

tion of Te. Using the relation from [22], we have:

G(Te) = G0

∫ ∞

−∞

g2(E)
g2(EF)

(
−
∂
[
f (E,Te)

]
∂E

)
dE, (3a)

G0 = π~kBλ〈ω
2〉g(EF) (3b)

This formula shows that the electron-ion coupling de-
pends on the density of states, g(E), and the occupa-
tion, assumed to be a finite temperature Fermi distribu-
tion f (E,Te). The value at Te = 0, which we refer to
as G0, depends on the occupation at the Fermi energy,
EF , and on the second moment of the phonon spectrum,
〈ω2〉. The latter is approximated here as Θ2

D/2, and on
the dimensionless electron-phonon coupling constant λ,
which is commonly used in solid-state physics ( see e.g.
Ref. [38]) to compare coupling strengths in different
materials. The value used here, λ = 0.65, was taken
from McMillan [40].

Other models for the electron-ion coupling strength
include the Spitzer formula [39] and the Fermi Golden
Rule (FGR) [35]. Values from these are presented in
Figure 4 as well.

4. Results and Discussion

To improve the signal to noise ratio on the image
plate, we subtracted the averaged background on either
side of the diffracted K-α line shown in Figure ??. This
was then further smoothed over a 30 µm length due to

Figure 5: Data from the image plate observing the K-α
Bragg line diffracted from the Ta crystal at (200).
a) Raw data, with both K-α and K-β lines visible. The
signal which appears to extend beyond the crystal edge
is due to averaging over the finite source size. b) Lineout
along the K-α Bragg line, with data normalized to the
height of the signal in the unheated region.

the finite size of the x-ray source. The signal was inte-
grated across the width of the diffracted line, with differ-
ent choices of the width giving only minor (<5%) cor-
rections from the values shown in Fig. ??. Imperfec-
tions in the crystal surface and inhomogeneities in the
proton beam spectrum uniformity acount for the sparial
variations of the signal. From the deviation of the signal
around a fitted curve, we estimate an overall error in this
data of 11.8%. These values are normalized relative to
the signal from the unheated region, and converted into
the temperature across the width of the crystalline sam-
ple as described by Eq. (1); this is shown in Figure 6.
The error in the temperature is also reported in the plot.
The temperature is expected to decrease from a maxi-
mum to just above ambient temperature, and it can been
seen in Figure 6 that it does tend toward this value.

The additional lines shown in Figure 6 are the tem-
peratures at the front surface of the metal, as predicted
from the measured proton spectrum and coupling values
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Figure 6: Ion temperature measured across the sam-
ple at a delay of 70 ps from proton creation, in red.
Other lines show the expected temperatures from the
measured proton spectrum and varying coupling mod-
els: Fermi Golden Rule (FGR), Spitzer, and the formula
from Lin with λ = 0.65 [40], with and without tempera-
ture dependence. Values above the melt temperature are
calculated in the same way, neglecting the changes in
Ce and G(Te) that would occur.

given in Equation (3), as well as using other theoretical
models. The extinction length of the x-rays in tantalum
is sufficiently small (0.4 µm) that the front surface tem-
perature will dominate the diffraction strength. The ris-
ing temperature towards the centre of the spot is due to
the proton time of flight (TOF); at the probed delay (70
ps) the only protons which have reached points at the
edge of the proton-heated spot are the high-energy tail
(>10 MeV), which do not deposit energy as efficiently
as lower energy protons.

The general impression of comparing the predicted
and measured values of temperature is that the same
trend is observed, with all of the coupling models except
for Spitzer’s formula giving values which agree with the
experimental result within the margin of error. The fact
that this is not true near the centre of the spot is due to
the sample beginning to melt. Therefore, a diffraction-
based measurement is no longer appropriate.

Since the error bars on the data are large, care must
be taken when drawing conclusions. We are confident in
saying that the much lower coupling strengths predicted
by Spitzer are incorrect, as the temperatures these pre-
dict are well outside the data observed, therefore we can
put a lower limit on the coupling needed to explain the
observed results. Calculations performed with higher
values of λ made increasingly little difference and gave

Sample Heating τ (ps) G0 (WK−1m−3)

Graphite [18] Protons 150 (∗) 5.4 − 6.6 × 1015

Graphite [19] Electrons 450 (∗) 2 × 1015

Graphite [20] X-rays 0.032 (∗) 2.7 ×1019 (∗)

Silicon [16] Shock 200 (∗) 1 × 1016

Aluminium [17] Shock 900 (∗) 2.1 × 1015 (∗)

Aluminium [41] Laser
Irradiation

< 1 3.1 × 1017 (∗)

Gold [42] Laser
Irradiation

3.5 (∗) 2.8 × 1016

Gold [43, 44] Laser
Irradiation

5 1.96 × 1016 (∗)

Tantalum Protons < 0.5 > 3.08 ×1017

Table 1: Comparison of coupling strengths and corre-
sponding characteristic equilibration times (τ = Ce/G0)
from this work, and previous work on graphite and
metallic samples. Metals can be seen to generally cou-
ple more strongly.
(∗)Inferred from values given in the reference.

similarly good fits, which is to be expected: at these
coupling strengths, the electron and ion temperatures re-
main similar throughout the evolution, because the rate
of energy deposition due to proton TOF is comparable
to the equilibration time.

The equilibration of electron and ion temperatures is
a complex subject in WDM research. In Table I we
have compiled a summary of recent experimental re-
sults. They show large differences in the equilibration
times, depending on the material and the heating mech-
anisms. The results we have obtained for the coupling
strength in tantalum are high, although this is not unex-
pected from Eq. (3b) as it has a relatively high value of λ
compared to other materials, as can be seen in Ref. [40].
However, other results e.g. those published in [17, 41]
suggest that the formula reproduced here as Equation
(3) is not universally applicable.

As explained in detail in the appendix to Ref. [22],
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the formula assumes the high-temperature approxima-
tion to the Bose-Einstein distribution function, and
would be significantly affected by changes to the den-
sity of states g(E). The electron distribution changed
from the assumed finite temperature Fermi distribution
f (E,Te) would also make a difference [21], but only to
the temperature-dependant part of (3). Although we are
confident in these assumptions for our work here, sit-
uations where they are not applicable would require a
different model.

5. Conclusion and Future Work

From the results presented here, we can conclude
that the values of electron-ion coupling in tantalum are
significantly higher than in graphite, and do not con-
tradict the theoretical predictions by earlier work [22].
However, the uncertainty in the temperature measure-
ments are not sufficiently low for G(Te) to be exactly in-
ferred from the results, so instead only a lower bound of
G0 > 3.08×1017 can be placed on the coupling strength.

The model used, while appropriate here, is not gen-
erally applicable and consequently more work is still
needed for a more complete understanding of inter-
species energy transfer pathways.
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Commun. 42 (2008) 337.
[31] F. Bottin, S. Leroux, A. Knyazev, G. Zérah, Comp. Mat. Sci. 42
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